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“Recent terrorist attacks and natural disasters have exposed the inadequacy of the current techniques being used by federal, military, regional, state, municipal and charitable agencies who are attempting to provide early planning and interoperable situation awareness communication of “problem patterns” or threats. 

This is a good example of a problem-set for which current data warehousing and mining tools are not well suited. There is already adequate government and surveillance data available. The problem is the volume and the complexity of this data. Very little of this data is either in relational form or mappable to the relational model. Most of the "information onslaught" issues discussed here are relevant to this “semi and unstructured” case. 

Current techniques require humans to manually review and classify the data with metatags, a very expensive and very slow process. One example will present itself when the (US) Home Land Defense Office attempts to integrate and then semantically relate the meaning and value expressed within all forms of potential threat-alert information from all its official sources.  It is difficult or impossible for humans to correlate related data when there is so much of it. Because it is such a slow process, the discovery of emerging problems or threats may occur too late for them to be countered. 

Ontology-based computing, that is available today, can quickly and effectively be configured to deal with each of these problems, once core starter-Ontologies are constructed.” -- Kenneth Baclawski is a Co-author of “Ontologies for Bioinformatics” MIT Press, 2005 and cofounder of Jarg Corporation.
The Semantic High Ground

Knowledge representation software is the "semantic high ground" for human-like understanding of the meaning expressed (the teaching) within information. Unlike other information representations, knowledge representations are based on Ontologies that are “open” and “flexibly” encode the meaning of the representations to a particular community (domain), such as bio-terrorism, flue pandemic, disaster recovery and homeland defense specialists. 

By contrast, the semantics of relational database schemas are mostly in the minds of the creators of the “closed” database schema. Informal comments made during the schema design are the only clue about what the schema means. Object-oriented database schemas are much better from a semantic point of view, but even they have limitations in their expressiveness and limited scalability. Natural language text is very expressive, but extracting the meaning of a natural language document is very difficult and error-prone even by humans. 

As the Semantic High-Ground, knowledge representations can be unambiguously converted to other, less expressive representations, such as relational database records, object-oriented database objects and even natural language text. These conversions are relatively easy to accomplish, although in the case of natural language text the result is stylistically rather dry. By contrast, conversions the other way (to domain meaning) are either difficult or impossible. Natural language text is very hard to interpret even when done by people, and it may not be possible to convert relational database records since the necessary semantic metadata information may have been discarded and not be available. 

The Information Onslaught

Ontologies, knowledge representations and ontology-based computing are not so much a "paradigm shift" as an evolution of the information processing technologies in use today. This evolution is in response to the "information onslaught" caused by the availability of increasingly large amounts of increasingly complex information in a rapidly growing number of domains of human activity; such as “Government”. More specifically the information onslaught has these components: 

   1.Large volume of information. 

        1.The sheer size of the collection of available information is growing rapidly. 

        2.The number of data formats is increasing. Relational records are no longer the dominant data
            format. 

        3.The number of requests for information in the corpus is increasing. 

        4.The complexity of the requests for information is increasing. 

   2.Complexity of information. 

        1.Ontologies are increasing in size. 

        2.Ontologies are increasing in depth and complexity, encoding much more knowledge about a
            domain. 

   3.Diversity of information. 

        1.The number of domains of human activity is increasing. 

        2.Individual domains are increasing in complexity. A single domain, such as medicine, has many
            specialized sub-domains, and the number of sub-domains is increasing. 

Because ontology-based computing is evolutionary rather than revolutionary, there is not yet a clear-cut "killer app" that establishes it relative to earlier technologies.  Ontologies are, by their nature, best suited to specialized domains and precise semantics. The traditional techniques can deal with all of the "information onslaught" issues raised above, albeit in a manner that is orders of magnitude more expensive (human costs) and far less scalable. If a domain throws enough money at a specialized problem, then it can be solved by (IBM, Lockheed-Martin, etc) using traditional methods, and the end-user would usually not be able to distinguish an ontology-based solution from a traditional solution. 

Information filtering engines are another example. Generic search engines have evolved to be very effective using traditional technologies for the most part. If one uses ontology-based techniques on natural language text, the result is certainly a vastly demonstrable improvement.  Traditional word-match engines achieve around 60% recall and precision, and this has been true for several decades. Ontology-based techniques can improve this but they are limited in two ways: 

   1.It is impossible to achieve better than 100% recall and precision. 

   2.Extracting knowledge representations from natural language is difficult even for humans, let alone 
       by automated means. 

The enabling power of ontology-based techniques becomes truly apparent only when they are integrated with some other technologies such as: 

   1.Clustering 

   2.Classification 

   3.Report generation 

   4.Knowledge mining 

   5.Intelligent agents 

   6.Multimedia information objects 

   7.Graphic user interfaces 

   8.Translating between different ontologies 

Another issue with ontologies is the current perception that they require a great deal of development. This is now mitigated in a number of ways: 

   1.The cost of development forms a "barrier to entry". 

   2.Other products also have large initial customization costs, but these products are well established 
       so people have become accustomed to these costs. In many cases the development costs are no 
       longer attributed to the product at all. For example, a relational database system is useless until
       database schemas and a large collection of standard queries have been developed. Yet relational
       database vendors often claim that their tool can be installed and used immediately. 

   3.Ontology development tools are now being developed that make it much less expensive to develop
       and verify ontologies. The DARPA Agent Markup Language (DAML-OIL) program had an impact. 

   4.As more ontologies are developed, constructing new ones becomes less expensive because one can
       build on the existing (UMLS, etc) "infrastructure".  Such reuse is nearly impossible for other
       technologies. Only object-oriented schemas can support such reuse, and they have many limitations. 

   5.Once one is at the "semantic high ground", it is relatively easy to generate many other formats and
       data organizations. Generation in the reverse direction (from other data organizations to the ontology-
       based organization) is not scalable. It is also prone to errors and expensive to develop and to
       maintain. This feature of the ontology-based organization can easily amortize the initial development
       costs all by itself. 

Intelligent Software Agents

The notion of an intelligent agent is already the basis for a rapidly expanding industry. Perhaps the reason is that the agent concept is so vague and general, that virtually any program qualifies. Accordingly, the software industry, which is continually in need of more buzzwords, has grabbed this one as well, and a variety of traditional applications have been recast in terms of intelligent agents. The knowledge management area is undergoing a similar transformation. 

From the point of view of real-time knowledge management, the key fact about true software agents is that they run without direct human interaction. Most traditional technologies, such as current search engines, depend on direct human interaction and therefore cannot be the basis for ontology-based intelligent agents. Modern search engines have the feature that a small section of each document is shown with the matching words set in boldface. This small section allows a human to determine whether the document is relevant. Needless to say this technique is useless for an intelligent agent’s mission of filtering-out semantically subtle patterns that alert you. 

Classification by Visual Graphic Structures

Organizing a corpus of documents by how they match a query is possible only with knowledge representations. This is especially true when the ontology has inference rules because the match may be due to inferred information rather than explicitly shown information. The Jarg Knowledge Engine classifies documents by using "subgraph matching". This classification technique is primarily motivated by the connection with graphic user interfaces. However, the technique can also be used effectively by intelligent agents whose behavior depends on precisely how the concepts expressed by the document matches the conceptual intent of the query. 

Query Languages and Clustering

Web query languages have many uses: 

   1.More sophisticated users can use them very effectively. 

   2.Embedded Web queries can form the basis for many applications that are not search related. 

   3.Clustering algorithms use the same elementary operations as Web query languages, so the same
       underlying engine can support them also. Clustering algorithms, such as the one employed by
       Google, have emerged as a popular technique for search engines. 

Report Writers

One of the most important application areas is report writing. Automated generation of reports and Web pages is a large and growing area. As a Web site becomes more complex, it is increasingly difficult to manage. Maintaining a consistent style throughout a site containing thousands of pages is a monumental task. Even minor modifications to a style are extremely difficult. The solution is to generate the Web site from a database of information. This can be done for the entire site on a periodic basis, or it can be done one page at a time when the page is requested. A large industry of companies is dedicated to products supporting this kind of Web site. 

Since knowledge representations are the "semantic high ground", they are the most effective way to support dynamic Web content.  One can now generate dynamic Web content from more than one Web site. 

Data Warehousing and Mining

The data warehousing and data mining industries are already very large. Data warehousing is not as well defined as data mining, and the data warehousing products are mainly just large relational database systems. Some interesting specialized hardware has been developed which presumes that the warehouse consists of one very simple and very large table, with all other data being in very small tables. A data warehouse of transactions is a good example. 

Knowledge representations can be used to "warehouse" data from diverse sources containing a large variety of data types, including text, structured documents, images and multimedia. Once the data is expressed at the semantic high ground of knowledge representations, data mining can be far more precise and effective.  Many excellent products for data mining already exist, so it is only necessary to integrate them with the semantic warehouse. Such data mining tools can be used to create and evaluate statistical models, as well as neural network and machine learning models. 

One trend in the industry is the movement away from the relational model and toward richer models such as the "star models". The relational model is awkward because a properly designed relational database will have large numbers of small tables so that even simple retrievals (such as finding a person's record given the person's name) can involve a large number of joins. The performance of relational databases deteriorates rapidly with the number of joins. As the complexity of the query increases the performance of the database system deteriorates quickly, and the results of a query are often provably incorrect. Ontology-based computing can effectively deal with these emerging areas, which are not well suited to existing products. 

Again; recent terrorist attacks and natural disasters have exposed the inadequacy of the current techniques being used by federal, military, regional, state, municipal and charitable agencies that are attempting to provide early planning and interoperable situation awareness communication of “problem patterns” or threats.
These are good examples of problems for which current data warehousing and mining tools are not well suited. There is already adequate surveillance and government data available. The problem is the volume and complexity of this data. Very little of this data is either relational or mappable to the relational model. Most of the "information onslaught" issues discussed here are relevant to this case. Current techniques require humans to manually review and classify the data, a very expensive and very slow process. It is also difficult or impossible for humans to correlate related data when there is so much of it. Because it is such a slow process, the discovery of emerging government problems or threats may occur too late for the threats to be countered.   Ontology-based computing can effectively deal with these problems. 

Translations between ontologies

As the number of ontologies increases, there is a need to translate between them. Furthermore, when one ontology is reused in the development of another one, it must often be modified. This modification can be viewed as a form of inter-ontology translation.  Kenneth Baclawski’s research pioneered much of this area, including the use of subontologies, versions of ontologies, comparisons of existing ontologies and mappings within and between ontologies. 

 The Semantic High-Ground Status

The Jarg Corporation’s Life Science Semantic Search Engine is available as licensed technology to power end-user applications. It is built from a number of modules that can be reconfigured to suit application developers targeting particular communities of practice. Communication between the modules is based on XML. In most cases, CORBA is used for establishing connections between modules, but no other features of CORBA are used. The module decomposition is well documented. It is relatively easy to administer. 

The main issue remaining in the JSRE structure is its knowledge representation format. The engine currently uses the proprietary Jarg "Keynet" knowledge representation format. Keynets are an XML-based format. There are many other knowledge representation formats, including other XML-based formats. The format that is currently generating the most interest is the OWL (DARPA Agent Markup Language +OIL) format.  It would easy to change between the more advanced and expressive Keynet format down to the emerging OWL format. 

End of Discussion
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